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# Екзаменаційні запитання з дисципліни «Функціональне програмування» (2018)

1. Поняття парадигми програмування. Класифікація парадигм програмування. Характеристики мов програмування відповідно до парадигм. Концепція функціонального програмування.
2. Поняття, характеристика, особливості декларативного та імперативного програмування, різниця між цими парадигмами. Структура програми в різних парадигмах. Приклади програми, що написана мовою імперативного та функціонального програмування
3. Вимоги до строго функціональної мови програмування. Переваги та недоліки функціональних мов програмування. Області застосування функціонального програмування. Навести приклади.
4. Інтерпретація та компіляція функціональних програм: Eval/Apply інтерпретатор; функціональна SECD-машина.
5. Базові концепції мови Scheme (Lisp)
6. Функції у функціональному програмуванні: математичне визначення функції та її еквівалентне означення у функціональному програмуванню, застосування (виклик) функції, поняття параметрів та значень функції, поняття прозорості посилань, функція як величина даних першого класу, композиція функцій, поняття функцій вищих порядків.
7. Підставкова модель застосування процедур мови Scheme: поняття, аплікативний і нормальний порядки обчислення процедур, навести приклади різних значень процедур в залежності від порядку обчислення процедури.
8. Процедури і процеси, які вони породжують: лінійна рекурсія та ітерація, деревоподібна рекурсія, різниця між рекурсивною процедурою та рекурсивним процесом, хвостова рекурсія (мінімізація неефективності рекурсії), глибина стеку, прийоми перетворення не хвостової рекурсії у хвостову (використання параметра-акумулятора), хвостові виклики та хвостовий контекст. Навести приклади рекурсивних процедур, хвостової рекурсії та переповнення стеку.
9. Інтерпретація поняття змінної в імперативних та функціональних мовах програмування. Альтернатива присвоєнню в строго функціональних мовах. Навести приклади змінних як фактичних значень, змінних як областей пам’яті, прив’язки значень до змінних.
10. Вирази в мові Scheme (Lisp): типи виразів, стандартне правило обчислення, префіксна форма, приклади застосування стандартного правила обчислення виразів до атомів, символів, виразів в дужках, підвиразів. Навести приклади застосування стандартного правила обчислення виразів.
11. Класифікація типів виразів (примітивні та похідні). Примітивні типи виразів: посилання на змінні, літерні вирази, процедурі виклики, управління обчисленням (моделювання розгалуження (if), моделювання циклів). Навести приклади перерахованих типів виразів.
12. Класифікація типів виразів (примітивні та похідні). Похідні типи виразів: умовні вирази (cond), логічні операції (and, or), конструкти, що пов'язують (let, let\*, letrec), послідовне виконання (begin), ітерації (do), поняття відкладеного обчислення, квазі цитування. Навести приклади перерахованих типів виразів.
13. Булеві типи даних і предикати.
14. Процедури вищих порядків: процедури в якості аргументів, побудова процедур за допомогою форми lambda, процедури як значення, що повертаються. Навести приклади коду для застосування процедур вищих порядків.
15. Числові типи: башта підтипів, поняття точності чисел в Scheme (Lisp), синтаксис числових констант, числові операції (предикати числових типів, предикати кількісної перевірки точності, предикати порівняння, перевірка властивості числа (0, парне, додатне…), арифметичні, max, min, НОД, тригонометричні, … ). Навести приклади коду.
16. Методологія програмування «абстракція даних»: поняття даних, поняття абстракції, переваги, бар’єри абстракції, приклади застосування, роль селекторів і конструкторів для реалізації абстракції даних. Навести приклади коду
17. Типи даних «пара», «список»: визначення типів, нотації (у тому числі точкова нотація), базові процедури для роботи зі списками: побудова списку (list), селектори (car, cdr), конструктори списку (cons), предикати( null?, atom?, list?, pair?) композиція селекторів (caar, cadr, cdddr), стандартні прийоми обробки списків («cdr вниз и cons вверх»). Навести приклад коду для використання пари та списку. Дати графічну інтерпретацію списку та операцій над ним
18. Тип даних «список»: стандартні прийоми обробки списків («cdr вниз и cons вверх»), операції зі списком (кількість елементів списку, інвертування списку, додавання списків, застосування процедури перетворення до кожного елемента списку). Навести приклад коду для використання пари та списку. Дати графічну інтерпретацію списку та операцій над ним.
19. Ієрархічні структури: дерева, бінарні дерева, дерева бінарного пошуку, процедури створення, пошуку, фільтрації даних, перетворення елементів дерева, накопичення перетворених даних . Навести приклад коду.
20. Множини як неупорядковані списки: створення множини, додавання елементів, перевірки співпадання елементів, реалізація множинних операцій (перетин, об’єднання, різниця, приналежність елемента множині). Дати приклади коду.
21. Множини як упорядковані списки: створення множини, додавання елементів, перевірки співпадання елементів, реалізація множинних операцій (перетин, об’єднання, різниця, приналежність елемента множині). Розрахунок ефективності у порівнянні з неупорядкованим списком. Дати приклади коду.
22. Множини як бінарні дерева: створення множини, додавання елементів, перевірки співпадання елементів, реалізація множинних операцій (перетин, об’єднання, різниця, приналежність елемента множині). Дати приклади коду.
23. Лямбда-числення як основа визначення функцій в Scheme (Lisp): математичне означення лямбда-числення, поняття lambda–виразу, формальний синтаксис lambda форми (для створення безіменної процедури), створення локальних змінних (з lambda та let), процес виконання lambda-виразу, lambda–вираз і хвостовий контекст. Навести приклади використання lambda–виразу.
24. Символьні дані: синтаксис, бібліотечні процедури обробки символів, подання алгебраїчних виразів через списки символів, подання даних для задачі символьного диференціювання (подання змінної, суми та добутку)
25. Символьні дані: арифметика многочленів (додавання, віднімання, множення, ділення), побудова списку термів для операцій над многочленами, ієрархія типів в символьній алгебрі.
26. Рядки: визначення рядка, рядкові константи, індекси рядка, стандартні процедури, що оперують рядками (копіювання рядків, порівняння рядків, пошук підрядка в рядку, конкатенація рядків). Навести приклади коду, що обробляє рядки.
27. Вектори: поняття, визначення, порівняння вектора та списку, поняття довжини та індексів вектора, запис векторів, векторні константи, стандартні процедури обробки векторів (предикат перевірки вектора, створення вектора з заданої кількості елементів, довжина вектора, визначення значення заданого елемента вектора). Навести приклади коду роботи з векторами.
28. Присвоєння у функціональних мовах: роль оператора присвоєння в мовах програмування, форма set! для побудови об’єктів, що мають внутрішній стан, моделювання стану програми за допомогою локальних змінних, моделювання зміну стану за допомогою оператора присвоєння. Навести приклад коду застосування оператора присвоєння та зміни стану програми.
29. Модель обчислення з оточеннями та підставкова обчислювальна модель: поняття, порівняння, правило реалізації моделі обчислення з оточеннями, роль складеної процедури та lambda форми для реалізації моделі обчислення з оточенням. Навести приклади реалізації моделі обчислення з оточеннями та подання об’єктів, що мають внутрішній стан.
30. Списки, що змінюються: поняття мутаторів списків, елементарні мутатори для пар, конструктори з мутаторами для списків, застосування присвоєння для об’єктів, що змінюються. Навести приклади використання мутаторів та присвоєння для списків, що змінюються.
31. Таблиці: технологія побудова таблиць за допомогою списків, що змінюються, одновимірні таблиці з одним ключем (поняття хребта таблиці, додавання даних в таблицю, видобування даних з таблиці), двовимірні таблиці (використання двох ключів, додавання даних в таблицю, видобування даних з таблиці). Приклади коду роботи з таблицями.
32. Черги: поняття черги, подання черги як структури даних, набір операцій, що визначають чергу (конструктор, селектори, мутатори), неефективність подання черги як звичайного списку, додавання та вилучення елементів з черги. Навести приклади коду для роботи з чергами.
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